Cognitive Computer Vision

Hidden Markov Models Coursework A 

This coursework is based around a simple visual task. The definition of the simple visual task is the same as the one presented in one of the lectures. We define a chain code that is used to control the drawing of a single pixel blob.

	[image: image5.wmf] 

Making transition to hidden state 1

®

 N

 

 




	Figure 1: Chain code for simple visual task


For this example visual task, an observation sequence O consists of a list (1*|O| vector) of discrete symbols that make up the drawing chain code.

This coursework looks at forwards and backwards evaluation and measuring the fit of the observation data with a first order Markov model (=((,A,B). You will need to do programming or manual calculations, run some experiments and write a short report. You can do the experiments either by programming (e.g. in MATLAB – it requires only a small number of lines of code!) or by manual calculation (if you do not have any programming experience). If you use programming, you should hand in your program code. If you use manual calculation, you should hand in your calculations.

Tasks

A Markov model (=((,A,B) is provided for you. The parameters are derived from the example visual task, for drawing the shape shown below:
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	Figure 2: Example visual task


The observation sequence was:

O = {3,3,2,2,2,2,5,5,4,4,3,3,1,1,1}

The observation sequence has a vocabulary of 5 symbols (M=5, the 5 chain code symbols shown in figure 1) and |O| = 15. |O| is the same as T (timestep). The model was trained with 6 hidden nodes (N=6). The model parameters are as shown below. Where a value of 0.0000 is shown, substitute 1*10-50 .
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1.
Set up variables to hold the Markov model parameters (, A and B and the observation sequence O.

2.
Define a forwards evaluation procedure without using scaling. Use it to calculate p(O|() for the following observation sequences:

· o1 = {3,3,2,2,2,2,5,5,4,4,3,3,1,1,1} (the original training observation sequence)

· o2 = {3,3,3,2,2,2,5,5,5,4,4,4,3,1,1} (similar to the original training sequence)

· o3 = {1,1,1,3,3,4,4,5,5,2,2,2,2,3,3} (reverse order of the original sequence)

· o4 = {2,5,3,4,1,3,2,3,5,4,1,3,2,4,2} (symbols chosen at random)

Your report should comment on the significance of your likely results for o3 and o4
3.
Modify your procedure to incorporate scaling and to calculate the log likelihood per symbol for the same examples. Why are the results for o3 and o4 now different?

4.
Define a backwards evaluation procedure without scaling. Assume the terminal trellis column (t=T) has a uniform distribution. Use it to calculate p(O|() for the same examples.

5.
Write a brief report (approx 300 words) on your exercises and results. Hand in the report and code/calculations with results from testing to <hand in point> by <due date>. The criteria used in assessment will be the accuracy and consistency of your results and the clarity and structure of your report. 

Kingsley Sage

Department of Informatics

University of Sussex

Brighton, United Kingdom
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